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FIGURE 9.3. Node impurity measures for two-class classification, as a function
of the proportion p in class 2. Cross-entropy has been scaled to pass through
(0.5, 0.5).

impurity measure Qm(T ) defined in (9.15), but this is not suitable for
classification. In a node m, representing a region Rm with Nm observations,
let

p̂mk =
1

Nm

∑

xi∈Rm

I(yi = k),

the proportion of class k observations in node m. We classify the obser-
vations in node m to class k(m) = argmaxk p̂mk, the majority class in
node m. Different measures Qm(T ) of node impurity include the following:

Misclassification error: 1
Nm

∑
i∈Rm

I(yi != k(m)) = 1− p̂mk(m).

Gini index:
∑

k "=k′ p̂mkp̂mk′ =
∑K

k=1 p̂mk(1− p̂mk).

Cross-entropy or deviance: −
∑K

k=1 p̂mk log p̂mk.
(9.17)

For two classes, if p is the proportion in the second class, these three mea-
sures are 1 − max(p, 1 − p), 2p(1 − p) and −p log p − (1 − p) log (1− p),
respectively. They are shown in Figure 9.3. All three are similar, but cross-
entropy and the Gini index are differentiable, and hence more amenable to
numerical optimization. Comparing (9.13) and (9.15), we see that we need
to weight the node impurity measures by the number NmL

and NmR
of

observations in the two child nodes created by splitting node m.
In addition, cross-entropy and the Gini index are more sensitive to changes

in the node probabilities than the misclassification rate. For example, in
a two-class problem with 400 observations in each class (denote this by
(400, 400)), suppose one split created nodes (300, 100) and (100, 300), while


